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\section*{Abstract}

This paper surveys foundational ethical issues that attach to the Internet of Things (IoT). In Section 1, we provide an overview of the technology, indicating both current and future applications. Subsequent sections consider particular ethical issues, including: informed consent (Section 2), privacy (Section 3), information security (Section 4), physical safety (Section 5), and trust (Section 6). Section 7 emphasizes that these ethical issues do not exist in isolation, but converge and intersect in myriad ways. And that these issues are not comprehensive, but rather foundational starting points that stand to be expanded and further elucidated through future research.

\section*{1. Internet of Things}

The Internet of Things (IoT) is poised to be the next step in the information revolution, portending societal change that will rival that of the internet itself.\textsuperscript{1} The size of the IoT is expected to be immense: by 2020, 20–50 billion things are estimated to be connected as part of the IoT \textsuperscript{[64]}, leading some to predict an investment of US$1.7 trillion by 2020 \textsuperscript{[116]}). It thus has the attention of companies, governments, and citizens worldwide, giving rise to research in industry and academia alike \textsuperscript{[50,85]}.

The IoT refers to a complex network of interactive and technical components clustered around three key elements: sensors \textsuperscript{[51]}, informational processors \textsuperscript{[2]; [105]}, and actuators \textsuperscript{[90]}. It is this “ability [of] objects to communicate that delivers the power of the IoT” \textsuperscript{[30], p. 20}. The IoT’s networked communication will radically alter the way that we interact with technologies, particularly as our physical relationships to those technologies transform. For example, the IoT allows for increased automation or action-at-a-distance. But the communicative capacities enabled by the IoT are not simply for the sake of themselves. Rather they are meant to achieve some useful objective, specifically through intervention in the physical world. To illustrate what that means in practice, consider that:

\begin{itemize}
  \item a sensing and actuation utility will not only exist in public spaces, but also extend into the home, apartments, and condominiums. Here, people will be able to run health, energy, security, and entertainment apps on the infrastructure.
  \item Installing and running new apps will be as easy as plugging in a new toaster into the electric utility. One app may help monitor and control heart rate, another may perform financial and investments services, and another automatically
\end{itemize}

\textsuperscript{*} Corresponding author.
\textsuperscript{1} This section draws in part from Henschke \textsuperscript{[38]}.
ordering food and wine, or even predicting an impending medical problem that should be addressed early to mitigate or even avoid the problem [90], p. 4.

In this regard, the IoT’s informational and communicative functions have direct physical impacts. Worryingly, this duality manifests novel pathways for malicious attacks. Indeed, a physical target accessible through cyberspace is more preferable for attackers than one that must be physically accessed, since the attacker would not need to incur the expense or risk of physical access [43]. As we discuss in Sections 4 and 5, this informational insecurity has implications for physical safety as well.

While it seems uncontroversial that we should follow the U.S. Department of Commerce’s recommendation “to support a stable, secure and trustworthy IoT environment”, the word “ethics” is conspicuously absent from their analysis [67]. This is especially noteworthy given the general consensus that the security of the IoT is worryingly underdeveloped [78]. In other words, we simultaneously have an informationally insecure IoT, without a corresponding emphasis on what that means from an ethical perspective. Unfortunately, this is not a terribly novel situation in which to find ourselves with regards to emerging technologies: the ethics often lags behind the technological innovation [3]. And that is true even if “ethics” is construed broadly, comprising not just what might be the philosophical dimensions, but also the policy and legal components; call this approach more broadly “normative” if “ethics” seems too narrow.

To be sure, there has been significant work in the ethics of emerging technologies more generally [3,15]. But this is too broad as it does little to identify the novel features of the IoT in particular. And much of that work just attends to fairly abstract discussions, say as relates to the precautionary principle; this principle invites us to consider broad targets, like risk and uncertainty, without a particular operational context [3]. So, while acknowledging that things like risk and uncertainty matter, it is hard to gain traction on some specific domain unless we take a deeper dive. There has also been substantial work on the ethics of nanotechnology [6–8], which provides a useful model for thinking about the IoT—insofar as it is a fairly new, technologically-empowered discipline. But, as we will see, the IoT raises a host of its own issues and therefore deserves a dedicated forum.

And so this paper aims to articulate what those issues are, as well as some ways to begin to think about them. As with all futures-related work, a healthy dose of humility is needed: some of the details will be wrong, and the technological evolution will meander in ways that had not been predicated. But even if we try to separate what we know from what we don’t know, the latter comes in two important flavors, “known unknowns” and “unknown unknowns”:

As we know, there are known knowns; there are things we know we know. We also know there are known unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns—the ones we don’t know we don’t know. And if one looks throughout the history of our country and other free countries, it is the latter category that tend to be the difficult ones [24].

However, the existence of “unknown unknowns” need not paralyze us, either. Rather, we can focus on near- and mid-term issues, which are more predictively tractable than long-term issues. And many of these do not have to be uncritically hypothesized: they are already in front of us. In the remainder of this paper, we will therefore try to survey those that are most readily applicable to the IoT. It is important to note from the outset, though, that these issues do not separate as neatly as would be convenient: they intersect with each other in all sorts of ways, ranging from the simple to the complicated.

The issues that we discuss in the ensuing sections were chosen for two principal reasons. First, we consider them to foundational in the sense that they underlie many other ethical issues that are likely to develop. Second, they have been explored in other contexts, and so there is a wealth of other thinking on which to draw for our analyses. For example, informed consent (Section 2) and privacy (Section 3) have a long history in medical ethics, as well as other domains that trade heavily on shared data. Informational security (Section 4) and safety (Section 5), by contrast, are less at home in the medical ethics literature, but have received extended treatments in literatures on internet ethics and robotics. Trust (Section 6) frequently appears in literatures relating to governance, regulation, and oversight. With regards to organization, we have structured the discussion to start with informational concerns, particularly those derived from sensors and data gathering (cf., informed consent and privacy), to then move to communications (cf., informational security), actuators (cf., physical safety) and decision-making (cf., trust).

Finally, we want to emphasize that this approach is meant to be pluralistic and open. By “pluralistic”, we mean that there are a range of ethical issues relevant to the IoT. Furthermore, these issues should not be taken in isolation. While we have organized the paper around the aforementioned five issues, we want to stress that they overlap and intersect in myriad ways. Trust, for example, is as relevant to privacy as privacy is to trust. By “open”, we mean two complementary things. First, we are open to the idea that this ethical inquiry can—and indeed should—be carved up differently by different people pursuing different purposes or explanatory priorities [37], pp. 174–75.3 Second, we intend for this paper to begin—or, in some regards, to continue—a critical exploration of the IoT’s ethical dimensions. This will hardly be the last word, nor

---

2 Moreover, there is a tension between the informational and physical “spaces”. On the one hand, informational accessibility is important to reduce physical risk—if the device has problems or needs updates, physical safety could be promoted through, for example, remote access. However, informational security is important to increase physical safety—in order to prevent malicious hacking, informational access needs to be restricted and controlled. See Henschke [38] for more discussion.

3 For other approaches, see, Popescul and Georgescu [71], AboBakr and Azer [1], and [38].
should it be. To the contrary, we embrace the sentiment that the “first step is to pursue the discussions, studies, task forces, commissions, and pilots that will help develop governance for an empowering and enabling IoT” ([13], p. 7; emphasis added). And so the discussion offered in the following sections is meant to be a first step in this regard, fully aware that many more steps both should and will ensue.

2. Informed consent

In this section, we will discuss informed consent directly, though it intersects with the discussions in the other sections quite extensively. To motivate the discussion, consider the case in 2016 where a smart sex toy was discovered to be collecting and communicating user data to the product’s maker. A U.S. woman sued the company upon learning that the maker was “collecting information about her and other users’ preferred vibration settings, the dates and times the device is used, and the email addresses of [device] owners who had registered their devices . . . collect[ing] all this data without the permission of its users” [75]. This case demonstrates how the IoT intersects with existing moral concepts like informed consent: a device gathers personal information through sensors and communicates that information to some receiver, all without the user necessarily being actively involved. While this case trades on highly personal information, even more innocuous information—like times and dates of use—are nevertheless both commonly transmitted and morally significant.

Informed consent has been most robustly considered in the context of medical ethics; seminal work has come in the past few decades, but the concept goes back to Ancient medicine and was substantially developed in the 19th and 20th centuries [28,46]. Much of that work is more technical than we need for present purposes, but can be distilled into the following analysis. Specifically, the American Medical Association suggests that “[i]nformed consent . . . is fundamental in both ethics and law” and that stakeholders “have the right to receive information and ask questions . . . so that they can make well-considered opinions” [[10], Section 2.1.1].

While it is common to conflate “consent” with “informed consent”, the latter means something more robust. Specifically, “consent” should not mean simply “assent”—e.g., merely an affirmative response. The reason is that stakeholders need to know what they are consenting to, and the “informed” part adds that component. Informational asymmetry presents an obstacle here: for example, say that the stakeholder does not know—or would even be able to understand—the relevant pharmacological mechanisms behind how some drug works. But it would be specious to think that informed consent requires a thoroughly understanding of, say, the relevant molecular interactions. Rather, informed consent requires something short of that, like knowing that some drug may cause nausea—exactly why the drug causes nausea is not necessarily so important for a decision about whether that treatment is, all things considered, advisable. Or, to the extent that it is—e.g., how it affects a patient’s pre-existing conditions or sensitivities—it would be relevant for informed consent. The point is simply that informed consent is generally an intermediate threshold between mere assent and technical expertise.

Informed consent has been extended from medicine to digital contexts, starting in the early 2000s [27]. This extension has translated from the patient or research subject to the digital consumer. The principal application is vis-à-vis personal data, often as would be collected by or shared with a third party, such as a website or smartphone application [68]. The applications to the IoT are initially straightforward insofar as any IoT application will similarly seek informed consent from the consumer. Therefore, there needs to be a standard that establishes informed consent for the acquisition, retention, and sharing of personal data. For example, the European Union has recently implemented a definition of consent as: “any freely given, specific, informed and unambiguous indication of the data subject’s wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her” [26].

The challenges start when we consider how a standard like this intersect with those whose data is at stake. The standard solution is an “end user license agreement” (EULA), which are meant to specify exactly how this all works. Two immediate problems arise with EULAs. On the one hand, they tend to be too detailed, often running several pages replete with technical and legal jargon that is inaccessible to many users. Furthermore, the sheer length and density of these documents virtually ensures that users do not read them, instead clicking anything to make them go away. On the other hand, they tend to be not detailed enough, comprising fairly generic boilerplate. For example, “they are the same regardless of the type of user, they do not consider different contexts (e.g., office or home), and they address . . . geo-political boundaries [in a limited way]” [[68], p. 789].

Another issue with EULAs is that users often lack meaningful alternatives to click-through practice. Imagine, for example, that a user accesses a news site that says something like “by using this site, you accept the terms of service.” But insofar as most users don’t even know what those terms of service are—e.g., because they can’t be bothered to click on some document and read it—it is hard to seriously interpret their continued use of the site as manifesting informed consent. And given, for example, the implementation of GDPR—which triggers click-to-accept on every newly-visited website—it is unreasonable to expect that users are doing full diligence. And so we can separate the question as to whether, in principle, EULAs are a useful way to track informed consent with the manifest practice that they are not read.

Remember also that, from the medical context, informed consent evolved as a standard under which patients could engage in a conversation with their providers in a clinical or medical context as to available treatments, risks and benefits, and so on. A EULA lacks any of these interactive features. Rather, it is quite literally a “click here to advance”, completely bereft of any interactive context or effective recourse. Say a user had a legitimate question about a EULA, then what? If the service provider is iTunes, is someone supposed to simply dial up Apple in Cupertino? It is extraordinarily unlikely that, in any reasonable timeframe, a consumer would be able to elucidate the salient contractual terms or bargain on any of them.
In fact, these sorts of concerns threaten to undermine the legitimacy of EULAs altogether. In contract law, for example, we speak of “contracts of adhesion”, which may be unenforceable. These are ubiquitous in commercial practice, but are unconscionable in certain cases, because of their propensity to lead to “unfair surprise”; principally because they are rarely read, and so users do not know what they include ([142], p. 28); citing [9], Section 2-302 cmt. 1). For example, in Step-Saver [93]—a seminal EULA case—the court held that a vendor could not enforce a box-top license under which simply opening software packaging rendered the consumer liable to contractual terms printed on the box. But other courts have held the opposite, leaving this an open, context-dependent inquiry.5

As a way to deal with these issues, various commentators have proposed regulatory frameworks [11,70,102]. Interestingly, this might come full circle to the medical context discussed from the outset as the sensitivity of personal medical data intersects with IoT applications, like Fitbits, Apple watches, and so on. Moreover, as one of us has argued elsewhere [37], the aggregation of personal information enabled by convergent technologies like those composing the IoT creates virtual identities that can become as revealing as the sorts of information gathered and produced in a medical context. And to the extent that IoT devices capture and produce this sort of personal information, existing medical data regulation may need to transpose or be adapted to the IoT context [11]. Nevertheless, an ongoing obstacle is likely to be that boilerplate EULAs are comparatively cheap and easy to deploy as against many of the alternatives, either of which is a welcome outcome for industry. Regulation will impose further burdens on industry, many of which may be then passed on to consumers. And so the “informed consent gold standard”—whatever that may be—will need to be weighed against the increased costs that such a gold standard introduces.

3. Privacy

As a philosophical concept, “privacy” can refer to a suite of related, but separable, concepts [66], tracking both descriptive and normative components [37], pp. 28–55. Aristotle’s account contrasted the public sphere of politics and political activity (πόλις) with the private sphere of the family (οικία) ([12], Politics 1253b1-14, Politics 1260b8-27, Eudemian Ethics 1242a40-b2; [83]). John Locke approached privacy through the lenses of property rights, contrasting property held in common with that acquired through the mixing of one’s labor ([55], Section 5). John Stuart Mill’s thinking traded on the distinction between the appropriate extent of government authority, as against the realm of self-regulation; for him, the regulative power of the government lacked application in the private domain [23,63].6

The intersection between privacy to the IoT starts with the observation that devices connected to the IoT collect vast amounts of user data and that data can be analyzed, shared, and so on [103]. For example, in a widely publicized case, Target mined a client’s purchasing habits, predicted that she was pregnant, and send a mailer promoting baby items to her home. As it turns out, she was still in high school and, while she was in fact pregnant, her family did not know; they literally found out because of the mailer. As one of Target’s statisticians reported:

[Target] ran test after test, analyzing the data, and before long some useful patterns emerged. Lotions, for example. Lots of people buy lotion, but [an analyst] noticed that women on the baby registry were buying larger quantities of unscented lotion around the beginning of their second trimester. Another analyst noted that sometime in the first 20 weeks, pregnant women loaded up on supplements like calcium, magnesium and zinc. Many shoppers purchase soap and cotton balls, but when someone suddenly starts buying lots of scent-free soap and extra-big bags of cotton balls, in addition to hand sanitizers and washcloths, it signals they could be getting close to their delivery date [39].

So here the issues are at least two-fold. First, Target was collecting significant user data, likely tied to the shopper’s credit card or rewards number. And then it used this data to profile her, correctly predicting that she was pregnant, based on her purchasing. There could well be ways to opt out of this sort of profiling (e.g., paying cash), but this would simply never occur to most consumers. Second, Target then collated the information in such a way and sent targeted mailings—to

---

4 As we are writing for an international audience, the point in mentioning U.S. cases is simply to map conceptual possibilities, not to drill down into a single country’s jurisprudence.

5 See, for example, ProCD, Inc. v. Zeidenberg, 86 F.3d 1447 (7th Cir. [73]). See Hillman and Rachlinski [42] for a comprehensive survey of case law.

6 In addition to the philosophical approaches, courts have ruled on the legal status of privacy as well. These rulings tend to be too jurisdictionally-dependent to survey easily, but we will briefly mention the U.S. context—which, if not necessarily representative, is at least informative. Griswold v. Connecticut [35] affirmed the right of married couples to possess oral contraception, but more generally discussed the right of privacy as pertaining to marriage and sexual relations of married couples. Griswold was soon extended to allow for interracial marriage, possession of obscene materials at home, and possession of contraception by non-married individuals as well [23]. The high-water mark for this analysis came in Roe v. Wade [80], in which the Court upheld a right to abortion. In that holding, the Court ruled that, while there was no explicit assignment of a privacy right in the U.S. constitution, such a right nevertheless could be derived from the “penumbra” (i.e., shadow) of other explicitly granted rights which, taken in aggregate, can be used to infer a protected, private sphere.

Article 8 of the European Convention on Human Rights also provides “a right to respect for private and family life” and continues that this right shall not be interfered with except “such as in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country . . . .” Relevant to present purposes, the European Court of Human Rights held in Rotaru v. Romania [81] that public information collected by the state is protected by Article 8. The European right is generally broader than the American one: for example, Pretty v. United Kingdom [72] established a right to die that is not universal across American jurisdictions—and does not exist at all federally. The European so-called “right to be forgotten” does also not exist in the United States. See, for example, Google v. Costeja [34]. For more general discussion, see Rosen [82].

7 For more detailed discussion, see Henschke [37], pp. 126–98.
a minor no less—that were noticed by her parent. Certainly profiling can well be good business practice, but it can still be invasive—or, at a minimum, relevantly intersect with the informed consent discussion offered in Section 2.

And so one worry is what sorts of information becomes available, and to whom, once we integrate our lives more thoroughly with the IoT. Simply encrypting the information is not likely to solve all the problems, either. As discussed above, a privacy suit was lodged against the company that produced the IoT-connected smart sex toy [48]. We can imagine such data being used to enhance a user’s experience, but it could just as easily be used to provide detailed demographic information that could go to marketing or product development, neither of which might be the user’s preference.8 Another worry is that even if the data is encrypted, the metadata can nevertheless reveal pertinent details. For example, consider the case of General David Petraeus, former director of the U.S. Central Intelligence Agency. In the summer of 2012, General Petraeus was having an affair with his biographer, Paula Broadwell. The two communicated through a Gmail account, by leaving messages in a shared draft folder. The point of doing this was to create less data than actually sending and receiving messages; in fact, this technique has been used by terrorists for exactly this reason [29]. But investigators were able to match metadata (e.g., IP addresses, time stamps) to information they already knew about Broadwell (e.g., which hotel she was staying in on a given night) to connect the dots [32].

Once we start talking about fully-integrated smart homes, these issues compound. Consider something like Amazon Echo which, by design, is always listening—how else would it know when you said “Alexa”? And, therefore, it is listening whether someone is using the product or simply talking to their family. Where that information goes and how it is recorded, processed, and stored raise important ethical questions. Smart homes are routinely communicating information back to manufacturers, not all of which is even encrypted [40]. But, per above, even if it were, that hardly solves all the issues. For example, suppose an IoT coffee machine fires up twice on Friday morning, when it otherwise only fires up once. Suppose the EvaDrop smart shower also displays more activity than usual. Did our resident meet someone at a bar the night before? What if it happens every Friday—does that reveal even more about the resident’s personal life or practices? The point here is that seemingly innocuous information, like the time a coffee machine is turned on, can become highly revealing when integrated and aggregated with other information like shower duration.9 Not only could hackers potentially access this information, but the manufacturers themselves would start to have more information about their customer’s habits, and the personal information that is derived from their habits can reveal deeply intimate aspects of a person’s life like being pregnant.

There have started to be trends to protect consumers’ privacy, but much of the IoT is still unregulated. The European Union’s GDPR just went into effect in mid-2018 and makes substantial strides toward increased data protection. Courts have also started to recognize rights to digital privacy. For example, in Carpenter v. United States [19], law enforcement had used metadata from cell phone towers to place a suspect at the location of several bank robberies. But the Court held that the Fourth Amendment—which protects against unreasonable searches and seizures—proscribed this practice without the prior acquisition of a warrant. And so, moving forward, regulatory or legal regimes may further secure rights to digital privacy, but, at least at present, risks and pitfalls abound [102]. The overall point to recognize here is that the IoT, with its wealth of sensors and integrated communications, creates the perfect opportunity for gathering incredible amounts of personal information; that information can significantly bear on an individual’s privacy.

4. Information security

Many devices connected to the IoT have limited or no effective information security [20,33,98,104]. Failure to ensure effective information security has important ramifications for privacy and physical safety, and can effectively invalidate informed consent and undermine trust. In other words, informational security plays a key role, not just as an intrinsic value, but also instrumentally insofar as it helps secure other moral values as well. However, in order to meet the promises of a free and frictionless, fully-integrated, and user-friendly IoT, informational flow between various components is also important. The challenge here is not simply to identify the ethical risk, but also to recognize that there are likely to be tradeoffs between important ethical values.

The underlying problem with information security is that many IoT components have sensors coupled to communicators. For example, a camera, microphone or other sensor picks up data from the environment and is coupled communicator that relays that data to a remote location, like the cloud or some proprietary server. It is not so much that smartphones with cameras cause concern merely in virtue of this functionality. Rather, the worry is that that the smartphones are potentially in communication with remote and opaque data receivers. And these can process the data and potentially distribute the resulting information without the user’s knowledge or consent [31]. There have been a series of cases already where smart televisions and other smart devices have been sent data picked up by cameras and microphones from people’s homes back to the producer’s servers for analysis, without clear or obvious consent from the users [22,61].

The potential violations of privacy and informed consent should be obvious here. However, there are also implications for physical safety (see Section 5 below), as well as wider security implications of limited information security. Not only can remote operators potentially observe users in their homes or other private spaces, but the lack of information security in

---

8 Again, informed consent will also figure in centrally here—emphasizing the point that these foundational ethical issues are interdependent and cross cutting.

9 For a sustained development and presentation of this argument, see Henschke [37].
the communications themselves has led to IoT-connected devices being used as part of distributed denial of service (DDoS) attacks. In 2016, for example, IoT devices like video recorders and smart refrigerators were used in DDoS attacks that brought down the website of cybersecurity expert Bryan Krebs and internet services on the east coast of the U.S. [49,97].

To further highlight that this is not simply an issue of privacy or informed consent, certain IoT devices have implications for national security. For example, a wearable device connected to the internet and uploaded data to a publicly-accessible website:

Strava, a fitness-tracking app, is revealing potentially sensitive information about military bases and supply routes via its global heatmap website. The data map shows 1 billion activities and 3 trillion points of latitude and longitude from Strava’s global network of athletes . . . . Using satellite imagery, you can see base buildings, for example. But on the heatmap, you can see which buildings are most used, or the jogging routes of soldiers ([114]; internal quotation marks omitted).

In this case, we are quite literally shown how a network of informationally insecure IoT devices place individuals at physical risk, as well as relay sensitive national security information—in this case, that of soldiers and site infrastructure.

A large part of the problem with IoT security is that, while many of the components have some security features, such as passwords to limit access to users, those passwords are typically set to a factory default and never changed [45]. Furthermore, the default passwords are widely available online [41]. For these reasons, someone—whether curious or malicious—could hack into these devices, effecting anything from privacy violations all the way up to national security risks. So why are these devices left “open to the world”? In other words, if this lack of information security presents such risks, then why are the devices and components designed and released with such informationally porous features? One answer is cost: adding more comprehensive security features increases the cost of the individual components [47]. And in a marketplace and consumer setting unburdened with government regulation and oversight, the cheapest cost point will be widely pursued.10 There is, though, a role for governments to set and enforce minimum information security standards for a product to be available in the market [11,70,102].

This would require us to first identify what the minimum set of necessary information security features are. This is a complex undertaking. For instance, the Strava application mentioned above is only a national security issue when used by military and intelligence employees in a potential conflict zone. Does it therefore make sense to have stringent information security for all users of the technology, simply because some of those users might, sometimes, be in conflict zones? Minimum information security standards are likely to be variable, depending in part on the user and the context of use. The role of an informed and active public debate here is essential both to recognize what the minimum levels ought to be and to enable a broad range of stakeholders to articulate how their particular circumstances bear on those minimum levels.

A second issue concerns the responsibility of the user. For example, if changing passwords were simple enough, we might think this is a core user responsibility [101]. In this regard, it would be analogous to seat belts in cars—it is the driver’s responsibility to put them on. But that assumes the changes are simple; in other words, that users have the requisite time and cyberliteracy to manage secure passwords. In terms of information security, it would be ideal for every device to have a 32-character password requiring upper and lower case, numbers and symbols, that needs to be changed daily. But this is patently unreasonable in terms of human capacities and workflow; security demands must be balanced against human capacities and workflow in order to achieve functional benefits.

A third issue related to usability. The more information security limits the ease of communication between devices, the less effective interoperability will be. Ultimately, heightened information security can lead to deleterious impacts on the very thing that the IoT is supposed to provide: seamless and invisible integration into our working and personal lives [47]. And so security cuts against some aspirational elements of the IoT, namely effective and easy use. In this regard, it—like much else—requires balancing of competing values. To put it a different way, a commitment to information security runs the risks of systems that are stove-piped, unconnected, and disintegrated (i.e., because the converses carry security risks). This sets the scene for particular producers to create information ecosystems that are closed to other company’s products. Rather than a collective, global, IoT, we would have a balkanized, localized “splinternet of things”. The end result of simply pursuing constraints on communications, even if motivated by the sound concerns about information security, is that we lose the interoperability and ease of use. This is not to caricature a binary decision—e.g., complete informational openness versus an absolute lock down on communications—since there are surely settings that reduce many of the security concerns while maximizing ease of use and interoperability. However, as we have indicated, operationalizing this framework is non-trivial.

10 We note here that Microsoft has recently publicly called for government regulation around facial recognition technologies, arguing that “[w]hile we appreciate that some people today are calling for tech companies to make these decisions—and we recognize a clear need for our own exercise of responsibility, as discussed further below—we believe this is an inadequate substitute for decision making by the public and its representatives in a democratic republic. We live in a nation of laws, and the government needs to play an important role in regulating facial recognition technology. As a general principle, it seems more sensible to ask an elected government to regulate companies than to ask unelected companies to regulate such a government” [88].
5. Physical safety

As mentioned in Section 1, one principal difference between the IoT and the "traditional internet" is that the IoT has the potential to be active in the physical realm. In addition to sensors and communication, many elements of the IoT include actuators; i.e., components that move or change in the physical realm. For example, consider a smart home with a door lock that is activated when the user—or, more likely, the user’s smartphone—is within five meters of the door. In this example, there are sensors (e.g., one in the smartphone and one in the door’s locking mechanism) and communicators (e.g., the smartphone and the door’s locking mechanism confirming handshakes). Critically, though, the sensors and communications only serve their purpose when they cause some physical change in the world, through the actuator.

As another example, consider a person in a smart driverless vehicle that steers, accelerates, brakes, and so on in response to other vehicles (i.e., driverless and driven), traffic lights, and other road users like cyclists and pedestrians. In contrast to an internet largely constrained to cyberspace, this technology has physical presence and capacities, some of which might threaten physical safety. Should the driverless vehicle malfunction, its passengers, those in other vehicles, and the aforementioned cyclists and pedestrians may all be at risk [76,95]. Again, this draws a significant distinction between the IoT and cyberspace, which, as a virtual space, does not pose risks of direct physical harm.11

The immediate ethical importance of this is that we have a responsibility mitigate or avoid physical harms. “We have learned by now that new technologies, first and foremost, need to be safe” [[52], p. 7]. Following existing literatures in both robot ethics and autonomous vehicles, we can expect the IoT to be significantly concerned with physical safety moving forward [53,54]. “Safety in IoT means being able to reason about the behavior of IoT devices, especially actuators, and being able to detect and prevent unintended or unexpected behavior” [[2], p. 41]. Any components with actuators that pose a physical risk must take those risks seriously. While this is but a moral platitude, things become interesting when we seek detail about what processes are required to ensure physical safety and what processes are needed to assure the users and public at large that the physical components are safe [79].

A key mechanism here is government oversight and enforcement of minimum safety standards. Given the range of applications and contexts of use, consider cars and children’s toys here as examples of the ways that such minimum safety standards would be developed. For cars, there are range of minimum features that a car must meet in order for it to be commercially viable. Given the physical risks posed to the driver, passengers and other road users, not only are those standards required at the time of sale, but regular car safety checks are required to ensure that things like tires, brakes, windshields, and so on meet minimum standards for road-worthiness. Children’s toys are typically expected to be reasonably safe for children of a given age range to play with: if the toy has parts that pose a choking hazard to an infant or young child, then it is not safe for that child. Toys also typically undergo testing to establish that, for example, they are non-toxic and in-flammable. The parameters of that testing understandably vary based on the specific products and context of use, including the users themselves (e.g., children) [60]. This same principle should apply to IoT devices as well: an IoT kitchen blender with sharp blades for instance, would likely require different safety features than a piece of IoT-enabled sporting equipment. And this applies to non-physical risks as well: an IoT-enabled sex toy should likely have greater constraints on what information is transmitted to the manufacturer than a smart blender because of the relative sensitivities of that information.

Before moving on, though, let us consider some objections to what otherwise sounds like a simple proposal. First, the claims about government oversight and enforcement of regulations assume that these roles fall within the government’s purview; not everyone finds this attractive. For example, libertarians espouse limited governmental intervention and suppose individuals are well-suited to act in accordance with their own risk tolerances [69,100]. But it bears emphasis that even industry partners may support some role for the government as against a completely laissez faire free-market model. For example, Microsoft is actively calling for government engagement on controversial technology like facial recognition technology [88], and Facebook’s CEO Mark Zuckerberg has not ruled out an appropriate role for government regulation following the Cambridge Analytica scandal [92].

Second, any enforcement mechanisms—particularly ones that seek to apply civil or criminal liability as a result of physical harms—generally need to be able to correctly identify the responsible parties [96].12 However, with the IoT, the causal networks are complex, and determinations of liability can be quite complex. For example, suppose multiple parties bear a causal relationship to some injury, such that their respective causal contributions have to be partitioned [74]. For example, suppose that a driver of a smart vehicle negligently fails to update his firmware, thus leading to a preventable accident with some other motorist who negligently ran a red light. Or suppose that a smart home is robbed because some security patch for the smart lock did not install—of course the robber is (at least partially) liable, but the manufacturer might be (at least partially) liable as well. Or map onto either of these possibilities the government’s role in failing to appropriately regulate the field. Or even a lightning strike that—against all probabilities—destroyed the door lock. Could the government now be

---

11 This is not to say that there are no risks from actions in cyberspace, nor even that events in cyberspace are necessarily sealed from the physical realm: for example, people suffer significant psychological harm from activity online [18], and certain actions in cyberspace can have significant geopolitical impacts [36]. However, the physical impacts from cyberspace are generally mediated through humans, human activity, or some longer causal network. In contrast, the IoT can have proximately unmediated physical impact.

12 But see Summers v. Tice [94] and Sindell v. Abbott Laboratories [87], which allow for recovery absent established causation. These holdings have not gained much traction beyond particular sets of facts in a particular jurisdiction, though raise a host of interesting issues.
liable? Does the storm mitigate the robber's liability? What if the homeowner failed to repair the lock on some expedient timeline? Causal analysis can get complicated, quickly.

And so it again bears emphasis that what distinguishes the IoT from the traditional internet is the former's ability to act in the physical world, thus opening the possibilities of physical risk. This opens up significantly different ethical analyses, not just in terms of the overall risk, but also in terms of the associative liabilities. And any of this intersects with other ethical values already discussed, like informed consent and privacy: in the case of the failed door lock, any of these has applications. For example, informed consent would go to whether the user fully understood the risks of failure before installation. Privacy here could be compromised, not just in the virtual senses discussed in Section 3, but also in the physical sense that a user's home is insecure. But certainly physical safety matters here, both directly and indirectly in terms of its bearing on other ethical values.

6. Trust

Trust is essential for the complex network of systems to bring about its desired outcomes, yet often flies off the radar. “[T]rust tends not to be talked about very much. Most of the time, it is an invisible assumption” [[86], p. 550]. When working efficiently, seamlessly, and safely, our trust in the IoT will be implicit, as opposed to explicit; individual components work reliably, the networks of components and operators run as expected, and we feel comfortable that the overall system is promoting the desired ends. It is only when any of these elements break down that we notice the myriad ways in which trust bears on the IoT. In this section, we look at three different conceptions of trust, their relationships to the IoT, and the ways in which artificial intelligence (AI)—an increasingly central feature of the IoT—also intersects with trust.

Trust refers to a number of different concepts. “There is a strong *prima facie* case for supposing that there is no single phenomenon that ‘trust’ refers to, nor that our folk concept has determinate rules of use. Nonetheless, this does not mean that there is no philosophical understanding of the concept to be had” [[86], p. 551]. A common conception of trust is technically focused and interchangeable with the notion of “reliance” [[62], pp. 18–19]. “Reliance” is a term typically used for the function of inanimate objects that does not take into account human factors. For example, while we rely on our vehicle’s brakes to work, we trust our companions to drive carefully. Another conception of trust, sometimes called the “strategic” model, involves humans and sees trust as simply predictive [[99], pp. 20–26]. In other words, it is concerned with what we might reasonably expect when interacting with other people. The question “can we trust our friends?” is interchangeable with the question “given past experience, how can we expect our friends to act in the future?” A third conception of trust considers the affective aspect of human relations [[44], p. 5]. On this conception, trust is not simply risk analysis, but rather leads “one to anticipate that the other will have and display goodwill” [[44], p. 6]. In relation to the IoT, trust can apply to the IoT in terms of whether the components will reliably serve their function, if we can expect other users and developers to act in predictable ways, and if we believe that other people are treating each other with goodwill.

Think again of the example of a driverless vehicle. Insofar as we *rely* on the driverless vehicle to work, we trust that the brakes are working properly and that the car will stop whenever that is needed. If this does not happen because the brakes malfunction, then we lose trust in that we can no longer *rely* on the car to operate properly—obviously intersecting with the discussion of physical safety in Section 5. Here, the failure of a component to function effectively points to a lack of reliability in the component and can lead to a loss of trust in the IoT more generally: if we cannot rely on the brakes in driverless vehicles to function, we either lack or lose trust in driverless vehicles more generally. Contrast this scenario with one in which we learn that a given model of car injured someone because its brakes were deactivated by a careless or malicious remote operator. Rather than mere reliance, we lose trust in that service when we do not expect the remote operator to drive the vehicle safely. This then goes to the discussion of information security in Section 4, where vulnerabilities in the security of communications, particularly in this case commands, has implications for our trust in the network. That is, if the information security is weak such that uncaring or maliciously motivated people can take control of components, we lose trust in the relations between user, component and operator. This manifests a reduced expectation that the network is trustworthy.

Alternatively, we can lose trust when we do not believe that people inside the company are motivated by our best interests. The minimum responsibility for the company is a level of openness regarding the security breach or the possibility of some nefarious intervention. Trust “is not a narrow target: it is the trust always found in friendship, often found between professionals and their clients, sometimes found between strangers, and sometimes, even, between people and their governments” [[44], p. 5]. Distinct from reliability and expectation, the actions of humans within the system potentially lead to an overall affective judgment that the system itself is not trustworthy. The revelations that people working for Volkswagen had falsified and covered up emissions data:

led to a disaster in confidence. The news of the scandal received broad global coverage in the press and social media, and was the subject of political and civic discussion. In the month following the EPA’s press release Volkswagen was held responsible for weakening the German economy . . . a loss of public trust in corporations generally. . . and for the possible overturning of the entire motor industry [[77], p. 1509].

Should such events occur with the IoT, a similar loss of trust would occur.

In the IoT, trust also bears on the role of artificial intelligence (AI). Continuing with the example of driverless vehicles, in order for these individual vehicles to operate effectively, there will need to be coordination between the vehicles. The
complexity of such coordination will likely require AI not just for the decisions made by discrete vehicles, but also for the complex system as a whole [25]. And in order for us to have trust in the components and the system as a whole, we will need some assurance that the decisions trade on our best interests. For example, humans jaywalk: if the driverless vehicle is simply programmed to follow road laws, it might not “look” for pedestrians outside of crosswalks, thus eventuating in fatalities. Similarly, if the system-level decisions are only directed at speed, efficiency, or coordination—as opposed to also integrating additional moral values—then we might be unhappy with the outcomes. The point here is that the combination of sensors, communications, and actuators that make up the IoT will generally require AI for coordination, and that the decision-making processes of that AI need to be trustworthy in the third sense of trust, namely that it takes our best interests seriously.

This leads us to contemplate a range of ethical issues in AI. Given the production and communication of revealing personal information, as well as the potential for physical risk, we need to ask whether AI should make morally important decisions. For example, should AI be tasked to handle intimate personal information or decisions in which people’s physical safety is involved? We might think that decisions that involve significant physical risk ought to remain the province of humans; AI should not make these decisions. For example, the Campaign to Stop Killer Robots argues that “[giving] machines the power to decide who lives and dies on the battlefield is an unacceptable application of technology” [17]. The underpinning principle is that robots and AI lack moral agency and, therefore, decisions of significant moral weight ought to remain humans’. While attractive, as James Moor presciently wrote several decades ago:

[W]hen computers drive cars, not only are human needs carried out more efficiently but there is a substantial reduction in deaths, injuries, and property damage. Further suppose in those cases in which humans override computer driving decisions, the accident rate soars. Under such circumstances there is a persuasive moral and prudential argument to have computers do the decision making and not to allow humans to override the decisions [[65], pp. 226–227].

It therefore might be that such important decisions should be exclusively the province of AI; if and when the IoT involves significant risk to people’s safety, and it can be shown that humans make worse decisions than AI, then we have a prima facie argument that AI should be making these decisions. Furthermore, if we follow a more controversial argument that personal information only becomes a privacy concern when a human operator accesses it, then “[a]utomated surveillance . . . brings with it a degree of anonymity and privacy” [[58], p. 163]. The upshot of this view is that the more that AI can access and handle intimate personal information, the better for privacy.14

To summarize, trust is directly related to the other ethically relevant features we have discussed. For example, if we are confident that privacy will be respected, then we have established trust. Similarly, if informed consent is respected, then we will know how our data is being used or what the risks of some IoT-enabled device are, thus furthering trust. In information security were compromised, then we would retain trust by expecting we be notified of breaches and that they be expeditiously patched. Finally, if there are failures that eventuate in risks of physical safety, then we lose trust in both the component itself and in the oversight mechanisms. The point here is that trust is dependent upon the other ethically relevant features, as well as potentially indicative of when those features have not been respected.

7. Future research

In closing, we want to emphasize a point made throughout: the ethical issues that we have surveyed do not exist in isolation, but instead converge and intersect in myriad ways. For example, if informed consent is not properly tended to, risks abound with regards to privacy or information security. If privacy and information security are not properly tended to, risks abound with regards to physical safety. If anything is not properly tended to, risks abound with regards to trust. Much work in technology ethics is oversimplified in this regard, focusing on a single issue, while excluding the ways in which it connects to others. Dialectically, this is harder to pursue: surely it is easier to separate issues than to treat them holistically. And so our approach has been designed as much as for expedient presentation as for any other reason. That is all fine, though, so long as we recognize the limits of this approach and keep in mind that convergence and intersectionality still apply; future research can continue to elucidate these relationships.

Also, as indicated at the outset, we consider this paper to be an opening foray into an ongoing discussion regarding ethics and the IoT. The list of ethical issues we have covered, while not arbitrary, is surely incomplete. For example, we have not opined on larger societal issues, such as distributive justice or the ways in which the IoT either exacerbates or mitigates the digital divide. We have also not discussed gender or race, nor the ways that design principles could bear on discrimination, availability, or access to essential services and products. Nor have we discussed intellectual property, including trade-offs

13 For the purposes of this paper, we use “decision” to refer some input-weighting process that results in a change in the world. This conception is tailored to be inclusive of something like AI, as well as the ways in which human beliefs and desires act as input-weighting factors that lead to actions. It fits with a “minimal definition of autonomy vis-à-vis a system that is” capable of some significant operation without direct human oversight” [189], p. 94. This description of decision making may be controversial, but the very notion of “decision making” is already challenging since it must articulate both what a decision is, as well as what decision making is. For more discussion, see Steele and Stefanson [91] and Charland [21].

14 This is not to say that we endorse this view; Henschke [[37], pp. 257–61] rejects the notion that non-semantic information is free of privacy concerns. Our point is broader in that discussions of ethics and the IoT need to recognize and respond to developing trends in AI ethics. See also Macnish [59].
between development and regulation. Indeed, there is much work still to be done, and we encourage others to continue and to expand the conversation. Our aim has not been to be comprehensive, but rather to indicate some ways in which the IoT triggers ethical analysis. In this regard, our hope is that informed consent, privacy, information security, physical safety, and trust is foundational—in the sense that they are useful starting points that adhere to short- and mid-term applications and have established literatures, both in general and as pertains to technology ethics.

But while we recognize that our focus has been limited for space constraints, we also want to suggest that at least some of this discussion generalizes. In other words, while we have explored various ethical issues through an IoT lens, those explorations can similarly elucidate discussions beyond simply the IoT context. To give one example, the military applications of the IoT are likely to be immense. While there has been increasing attention to cybernorms, specifically as relates to cyberwarfare [5, 56, 57, 84], until recently, the cyberwarfare discussion has tended to focus on state-state conflict (e.g., Stuxnet), or state-substate conflict (e.g., North Korea hacking Sony) [57]. Substate-substate conflict has largely been ignored in this debate, and that is where much of the IoT action will fall. Furthermore—but relatedly—the cyberwarfare debate tends to be about different issues altogether, such as sovereignty, or commensurability (e.g., between cyber- and kinetic attacks). We anticipate that the evolution of the IoT will significantly impact military practices, and the practical issues that will be faced in the military context, including but not limited to the theatres of conflict ought to play a role in shaping the ethical concepts underpinning the just war tradition, ethical espionage, covert operations and the like. And so IoT matters for this context, but so do completely other literatures relating to military ethics and security studies [4].
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